
ISSN (Online) 2278-1021 
ISSN (Print) 2319 5940 

 
International Journal of Advanced Research in Computer and Communication Engineering 
Vol. 4, Issue 7, July 2015 
 

 

Copyright to IJARCCE                                                     DOI 10.17148/IJARCCE.2015.47121                                  536 

Distributed Soft Deadline Scheduling with Data 

Redundancy Elimination to Guarantee QoS in 

Hybrid Wireless Network 
 

Mrs. Asma Kouser
1
, Mrs. Sreevidya R.C

2
 

M. Tech Student, Department of CSE, BNMIT College, Bengaluru, India
 1
 

Assistant professor, Department of CSE, BNMIT College, Bengaluru, India
 2
 

 

Abstract: Wireless communication has gained popularity in recent year; vital exploration has been dedicated to 

sustaining an authentic time transmission with stringent nature of quality of accommodation requisites for wireless or 

remote applications. Simultaneously, a wireless or remote network of hybrid that incorporates a remote or wireless 

mobile Adhoc system and an infrastructure system has ended up being a superior option for the development of next 

generation wireless network. In hybrid network the present work are to reserve the assets for QoS path which acquires 

the invalid reservation and race condition quandaries. And additionally, it doesn’t assure the QoS. The QoS oriented 

distributed routing protocol (QOD) is tended to alter the QoS in hybrid wireless networks and to lesson transmission 

delay. Furthermore, wireless network transmission throughput is increased. QoS gives high performance regarding 

overhead, transmission delay, mobile resilience and scalability. 
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I. INTRODUCTION 
 

As technology advances, remote and versatile PCs and 

contrivances [devices] are turning out to be more intense 

and proficient. These advances are checked by an 

improved in memory size, CPU velocity, disk space and a 

decrement in size and force utilization. Mobile Adhoc 

network [MANETs] open the entryway for these 

contrivances to give network arranges on the fly. Then 

again, the demand for new application with new 

requirement is produced. A standout amongst the most 

demanding application is media application. Multimedia 

application portrayed with the necessities for voice and 

videos or feature conferencing and content and picture 

sharing. A MANET is a self organizing accumulation of 

wireless or remote mobile nodes that form temporary and 

dynamic wireless or remote network. Any infrastructure is 

not available in MANET. Nodes are configured by self in 

MANETs. If nodes are in wireless link radio range 

between the mobile nodes, direct communication is 

possible. MANETs have the facility to access services 

anywhere, anytime without having any fixed 

infrastructure.  Infrastructure network is a network which 

require a wireless or remote access point or for every node 

prior wireless equipment backing to communicate with 

systems. Here in any sort of travel facilities node not tune 

in. they correspond to send packets with access points and 

receive packets from one another node. Quality of service 

is the execution level of administration offered by the 

system to the utilizer. The objective of QoS is to 

accomplish a more deterministic system disposition. So 

that data conveyed by the system can be better dispersed 

and system assets can be better used. QoS support 

minimizes end to end delay of transmission and enhances 

throughput to guarantee the predictable meeting between 

versatile inventions and wireless or remote basis. 

 
 

In show, for the second era wireless networks [1][2][3][4] 

hybrid wireless network have a superior system structure 

to be demonstrated and firm end to end QoS requisites of 

distinctive applications can likewise be bargain. 

Hybrid wireless networks (multihop cellular network) 

coalescence infrastructure network and MANETs to 

impact one another. Categorically, infrastructure  networks 

improves the versatility of MANETs, while MANETs 

naturally build up network independent from anyone else 

designing the nodes, stretching the scope of the 

infrastructure system direct access of the reservation 

predicated QoS coordinating or routing protocol of 

MANETs into hybrid networks acquires race condition , 

invalid reservation issues. 
 

II. RELATED WORK 
 

Existing approaches for providing guaranteed services in 

the infrastructure networks are based on two models 

integrated services (intserv) [5] and differentiated services 

(diffserv) [6]. Intserv is a stateful model that uses resource 

reservation for individual flow and uses admission control 

and a scheduler to maintain the QoS of traffic flow. 

Diffserv is a stateless model which uses coarse grained 

class based mechanism for traffic management. Number of 

queuing scheduling algorithm has been proposed for 

diffserv to further minimize packets dropping and 

bandwidth consumption [7]. Stoica et al. [8] proposed a 

dynamic packet service (DPS) model to provide unicast 

intserv guaranteed service and diffserv like scalability. A 

majority of QoS routing protocol are based on resource 

reservation in which source node send a probe message to 

destination to discover and reserve paths satisfying a given 

QoS requirements. Venataramanan et al. [9] proposed a 
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scheduling algorithm to ensure the smallest buffer usage 

of the nodes in forwarding path to base station. However 

these work focus on maximizing network capacity based 

on scheduling but fail to guarantee QoS delay 

performance. Some works consider providing multipath 

routing to increase the robustness of QoS routing. Wei et 

al. [10] proposed a two hop packet forwarding mechanism, 

in which the source node adaptively chooses direct 

transmission and transmission to base stations. Unlike the 

above works, QOD aim to provide QoS guaranteed 

routing. QOD take advantage of widely deployed APs and 

novelty treat the packet routing problem as a resource 

scheduling problem between nodes and APs. 

 

III. PROPOSED SYSTEM 
 

With a specific end goal to improve the QoS support 

capacity of hybrid system, a QoS Oriented Distributed 

Routing Protocol [QOD] is tended to. Generally a hybrid 

system has wide stations. The hybrid systems contain two 

features for information transmission. Initial, a source or 

destination can be an AP to any versatile node. Second, 

between portable node and AP the quantity of 

transmission jump is minute. In QOD, source node if not 

inside the scope of AP, a source node chooses adjacent 

neighbour that provide QoS to forward its packet to base 

station in a disseminated way. To neighbour, the source 

node plan the packet stream predicated on their holding up 

condition, channel workload and portability meaning to 

lessen transmission time and augmentation system limit. 

The transitional node then forward packets to AP, which 

further forward packets to destination. QOD merge five 

algorithms.  

QoS ensure neighbour selection algorithm: - the algorithm 

select appropriate neighbour and uses the deadline driven 

scheduling algorithm to assure QoS steering. In scheduling 

algorithm for packet distribution, schedule packets after 

identifying the qualified neighbour. Mobility predicated 

packet resizing algorithm, in this the source node resizes 

every packets in its packet stream for each and every 

neighbour node as per neighbour versatility with a specific 

end goal to augmentation the scheduling feasibility of the 

packet from source node. In soft deadline predicated 

forwarding scheduling, an alternate node first send the 

packets with the slightest slack time before being send to 

accomplish fairness in packet forwarding. Data 

redundancy elimination predicated transmission, the AP 

and portable nodes, because of broadcasting feature of 

remote system can reserve the packets an account of 

cache. The repetitive information is evacuated by this 

algorithm to correct the QoS of the packet transmission. 

To neighbour node the source node plan the flood of 

packet predicated on their holding up condition, channel 

workload and versatility intending to lessen the 

transmission time and increment system limit. The 

transitional node is then forward packets to APs which can 

be further forward packets to destination. The packets are 

transmitting to its close by APs that can promise the QoS 

necessities at whatever point a versatile node is having the 

packets to convey. It depends on its neighbour if it fails, 

for example, if the transmission reach is out of APs that 

can promise the QoS prerequisites for transferring packets 

to destination. It can be displayed as a procedure for 

transferring a packet stream, in which from a source node 

packets are cross various queuing servers to a few APs. 

Queuing planning is achievable by building up space 

utility edge for every node as a wellbeing line. In QOD, 

intermediate node in the wake of accepting request to 

forward packet from source node and then node answer to 

it if space utility is not exactly the limit of threshold value. 

The answered likewise advise about its accessible 

workload rate to the source node and some important data 

keeping in mind the end goal to figure the delay for 

queuing packets from the source node. At that point, the 

source node chooses the answered neighbour node that can 

meet the QoS delay for packets transmission predicated on 

the computed queuing delay in neighbour selection 

algorithm. 

In packet scheduling algorithm, after the source node 

defines the neighbour node which achieves the deadline 

requisites of the source node, condition on their available 

workload rate to get feasibility scheduling in every 

neighbour node. This algorithm is proposed for routing the 

packets to further reduction in the time of stream 

transmission. In the algorithm a forwarder is assign with 

an earlier generated packet  with high queuing delay and 

scheduling feasibility while also assign to forwarder the 

most recently generated packets  which also have lower 

queuing delay and scheduling feasibility , so that the delay 

for whole packets stream can be minimized. 

In mobility packet resizing algorithm, the principle 

origination is that all the more immensely colossal size 

packets are allocated to lower portability intermediate 

node and more minute size packets are assign to higher 

versatility adjacent node which builds the guaranteed QoS 

packet transmissions.  

In soft deadline driven algorithm accomplish the 

reasonableness in the packet forwarding. A sending node 

can utilize the least slack first (LSF) scheduling algorithm. 

With this, the slack time of each of its packets can be 

computed by an intermediate node intermittently and the 

packet with the minimum slack time is forward out. One 

of the packets is subjectively picket to be conveying if all 

packets have the same slack time. 

In data redundancy elimination QOD utilizes Traffic 

redundancy elimination algorithm (TRE). With TRE the 

catching and storing the packets is done at the APs and 

versatile nodes. The copied chunk contents in its reserve 

are filtered when a source node has packet to convey. On 

the off chance that the copied chunk is found by the sender 

and it kens that the AP beneficiary has gotten this chunk 

some time recently, that chunk is supplanted with 

signature that is SHA-1 hash value. Right when imprint is 

gotten by APs, in its neighbourhood store it seeks the 

signature. In the event that the chunk connected with the 

signature is store by AP, it reacts to the sender by sending 

a conformity message and signature is supplanted with 
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coordinated data chunk. Else, from sender the AP asks the 

chunk of the signature. 
 

A: Output Snapshot and Performance Analysis  
 

The environment of detection of nodes for different 

routing in hybrid wireless network is simulated by NS2 

simulator. The results can be analysed using graph like x 

graph. 
 

 
Figure 1: node deployment 

 

Figure1. Show node deployment of a network topology in 

the network. The node deployments in the network are 

mobile in nature. Based on some initial speed the nodes 

get deployed and get place to their position. 
 

 
Figure 2: node configure 

 

Figure 2 shows the configuration of nodes and labels get 

assigned to it in the network topology. The above figure 

contains source node, mobile node and access point as per 

the network model. 
 

 
Figure 3: neighbour selection 

Figure 3 shows that source node is searching for the 

neighbor nodes which provide the QoS requirements based 

on certain parameters. 
 

 
Figure 4: packet scheduling 

 

Figure 4 shows that packet get schedule to the neighbor 

nodes based on reply from the neighbor node in order to 

reduce the transmission delay. 
 

 
Figure 5: mobility based packet resizing 

 

Figure 5 shows that source node will forward the packet 

based on mobility of nodes. Based on mobility it selects 

the neighbor node which provide the QoS services to 

forward the packets to destination. 
 

 
Figure 6: soft deadline based forwarding 

 

Figure 6 shows the soft deadline scheduling where the 

source node will forward the packets based on their closest 

deadline in order to reach to destination through selected 

intermediate node. 
 

Figure 7 shows that redundant data is removed by 

checking data in its cache before sending data by the 
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Figure 7: data redundancy elimination 

 

source node if match data is found it replace with their 

signature. Signature is send to the intermediate node which 

replace it with data and data is send to destination. 
 

 
Figure 8: source sending packet to destination 

 

Figure 8 show that source node is sending packet to 

destination. Then packet is received by destination node 

through the intermediate node which provides QoS 

services to forward the packet. 
 

 
Figure 9: packet delivery ratio 

 

 
 

Figure 10: throughput 

IV. CONCLUSION AND FUTURE WORK 
 

For the cutting edge, the hybrid wireless network has 

turned out to be a superior structure of system of a remote 

system and profit to handle the stringent end to end QoS 

imperatives for distinctive applications. The work for the 

most part guarantees QoS by using diverse systems. In 

QOD, transmits packets straightforwardly by a source 

node to a APs, the QoS of the activity can promise with 

the immediate transmission. Something else, the packet is 

carried out by source node to various nodes that get 

qualified. The determination of neighbor calculation for 

QoS ensured picks the neighbors that met all requirements 

for packet sending. The scheduling algorithm for packet 

distribution schedules the transmission of packets to lessen 

the transmission time of packets. The mobility predicated 

packet resizing algorithm resizes the packet and smaller 

packets are allotted to nodes which have the quicker 

versatility to guarantee the QoS routing in a system of 

versatile environment. The soft deadline predicated 

forwarding algorithm accomplishes fairness in scheduling 

the packets to forward when scheduling the packets is not 

achievable.   Hence the QOD can accomplish scalability, 

portability versatility and throughput. Later on the 

execution of QOD can be utilized by using dual channels.   
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